Editorial

Desafios éticos y marcos regulatorios emergentes sobre inteligencia artificial
en biomedicina
Ethical challenges and emerging regulatory frameworks on artificial intelligence in

biomedicine

La inteligencia artificial (IA) ha dejado de ser una promesa futura para convertirse en una
realidad que abarca todas las esferas de la vida cotidiana. Las herramientas que ofrece para las
investigaciones biomédicas son una tentadora propuesta.*?

Algoritmos capaces de analizar grandes volimenes de datos clinicos en tiempos récord, modelos
predictivos de precision diagnostica envidiable que anticipan la evolucion de enfermedades,
identificacion de patrones en imagenes médicas, analisis de sefiales biomeédicas, deteccion de
patrones gendmicos, sistemas que proponen tratamientos especificos y personalizados de
afecciones con expresividades clinicas muy variables y cirugias asistidas de forma robética, son
ya parte del panorama cientifico que rodea a estas nuevas formas de pensamiento.® Incluso, en
un reciente metaanalisis® que investigd los estudios que comparan medidas de empatia entre
chatbots de 1A y profesionales sanitarios, indica que en escenarios de solo texto, los chatbots de
IA son frecuentemente percibidos como mas empaticos que los humanos.

Sin embargo, este avance vertiginoso plantea una pregunta ineludible: ¢Se esta preparado ética y
socialmente para delegar funciones y decisiones tan sensibles en estas herramientas? Se
evidencian retos como el sesgo algoritmico en poblaciones subrepresentadas,®®la
responsabilidad legal en errores de la 1A, o la explicabilidad (XAl) en modelos de caja negra.®
En los altimos afios la Organizacion Mundial de la Salud (OMS), la Comision Europea sobre 1Ay
la Organizacion de las Naciones Unidas para la Educacién, la Ciencia y la Cultura (UNESCO),
han dirigido un nimero importante de investigaciones orientadas a garantizar que su empleo sea

en el marco de una transformacion digital segura y ética. Por esto, desde el afio 2021 se han
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publicado documentos®1%1112) que regulan el empleo de la IA en la esfera de la salud y sobre

todo en las investigaciones biomédicas (tabla 1); asi como regulaciones de organismos regionales

que enmarcan acciones relacionadas con este tema (tabla 2).(314.15)

Tabla 1 — Aportes y puntos clave abordados en relacion con la 1A

Afio | Titulo Aporte principal Puntos clave
Define la necesidad de transparencia y explicabilidad de los algoritmos.
Eticay Representa el primer Plantea la importancia de la proteccion de los datos y privacidad como
2021 gobernanza de | marco global sobre ética | derechos fundamentales. Aborta la responsabilidad legal y profesional del
la 1A para la y gobernanza de la IA personal de la salud en las decisiones asistidas por la IA. Recoge los
salud® en la salud principios bioéticos basicos para el empleo de la IA en las investigaciones
biomédicas
Identifica riesgos éticos como el sesgo, la falta de transparencia y el uso
Investigaciones | Analiza el impacto de la | indebido de los datos. Promueve una investigacion cientifica responsable y
2025 | e inteligencia IA en la investigacion disciplinada. Enfatiza en los marcos regulatorios y su adaptacion a la
artificial® cientifica en Europa innovacion y el desarrollo. Define la relacion entre la ética y la
competitividad cientifica
Establece regulaciones
Consultas sobre | legales sobre los . o o . )
. . Clasifica las aplicaciones biomédicas como de alto riesgo. Reafirma la
sistemas de IA | sistemas de IA de alto . ) L
2025 ] necesidad de que sean transparentes y bajo supervision humana. Establece
de alto riesgo en esferas como . o o
) o sanciones y obligaciones para desarrolladores e instituciones
riesgo®) la salud y las ciencias de
la vida
Establece un marco ) . . o o
. . Refiere la necesidad de integrar los principios éticos en proyectos biomédicos
Eticae tedrico y legal para la . ) L
. . . L que emplean 1A. Establece las normas sobre integridad cientifica y
2025 | integridad en la | investigaciony la N ) o
) L . y responsabilidad social al emplear |A. Promueve buenas practicas en
investigacion®? | innovacion con el . L
investigaciones con IA
empleo de la 1A
o B Establece las diferencias entre apoyo tecnoldgico y la sustitucion en la toma
Limites éticos Hace una reflexion o o o .
. . de decisiones médicas. Aclara que puede existir un riesgo elevado de
en el uso de la practica sobre los limites ) ) ) ) By
2025 . dependencia hacia estos algoritmos. Insiste en la proteccion de datos
1A en éticos de lalA en ) ) o . »
o o . sensibles sobre los pacientes. Llama a un equilibrio entre innovacion y
medicina® medicina clinica o
responsabilidad ética
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Tabla 2 — Documentos de organismos regionales relacionados con el uso de la 1A en biomedicina

Organismo Documentos (afio) Puntos clave
Guia final: recomendaciones para la presentacion de
solicitudes de marketing para un plan de control de Regulacion de dispositivos médicos con IA.
cambios predeterminado para funciones de software de Introduce el ciclo de vida total del producto y
FDA dispositivos con 1A (diciembre de 2024) los Planes Predeterminados de Control de
(EE. UU.)®3 Guia preliminar: funciones de software de dispositivos Cambios para gestionar actualizaciones de
con IA: Gestion del ciclo de vida y recomendaciones para | algoritmos. Destaca principios como
la presentacion de solicitudes de marketing (enero de transparencia, control de sesgos y ciberseguridad
2025)
Agencia Documento de reflexion: Inteligencia artificial (1A) en el . .
Europea de ciclo de vida de los medicamentos (septiembre de 2024) Uso de I en el ciclo de vida del

Medicamentos
(EMA)
(Unién

Europea) 14

Principios rectores: Modelos de lenguaje amplios en el
trabajo regulatorio (septiembre de 2024)

Opiniodn de calificacion: Primera opinion sobre una
metodologia de 1A (AIM-NASH) (marzo de 2025)

medicamento (desarrollo, autorizacion,
farmacovigilancia). Ofrece el primer dictamen
que avala una metodologia con IA para ensayos

clinicos, lo cual es un precedente crucial

ISO/IEC ¢9

ISO/IEC 42005:2025 — Evaluacién de impacto de la 1A

Proporciona un marco internacional para evaluar
el impacto de los sistemas de 1A en las personas y
la sociedad; fomenta la transparencia y la gestion
de riesgos éticos. Complementa a la

norma ISO/IEC 42001 sobre sistemas de gestion
delalA

Estos documentos tienen puntos coincidentes y resaltan que lo importante es garantizar una

supervision constante desde las normas éticas, para asi asegurar que la 1A nunca sustituya el juicio

médico, solo lo complemente en aras de lograr una mejor toma de decisiones y promover el

bienestar méas optimo para los pacientes.®

La Revista Cubana de Medicina Militar es pionera en incluir en sus instrucciones a los autores, %)

la exigencia de que declaren el empleo ético de la IA en sus investigaciones. Este paso innovador

fortalece la transparencia y la integridad cientifica, ademas de que promueve buenas practicas

editoriales frente al reto que plantea la incorporacion cada vez mayor de estas tecnologias en las

investigaciones biomédicas.
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La ética relacionada con el empleo de la IA en las investigaciones biomédicas no se debe limitar
solo a declarar su empleo, sino que debe abarcar un campo mas amplio, al incluir la
responsabilidad de los autores, la prevencion de sesgos, la proteccion de los datos sensibles y la
promocion de la equidad en el acceso a estas tecnologias. Solo asi la 1A puede integrarse de

manera legitima y transparente en la produccion cientifica.
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